Bootstrapping a de-identification system for narrative patient records: Cost-performance tradeoffs
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\textbf{A B S T R A C T}

\textbf{Purpose:} We describe an experiment to build a de-identification system for clinical records using the open source MITRE Identification Scrubber Toolkit (MIST). We quantify the human annotation effort needed to produce a system that de-identifies at high accuracy.

\textbf{Methods:} Using two types of clinical records (history and physical notes, and social work notes), we iteratively built statistical de-identification models by annotating 10 notes, training a model, applying the model to another 10 notes, correcting the model's output, and training from the resulting larger set of annotated notes. This was repeated for 20 rounds of 10 notes each, and then an additional 6 rounds of 20 notes each, and a final round of 40 notes. At each stage, we measured precision, recall, and F-score, and compared these to the amount of annotation time needed to complete the round.

\textbf{Results:} After the initial 10-note round (33 min of annotation time) we achieved an F-score of 0.89. After just over 8 h of annotation time (round 21) we achieved an F-score of 0.95. Number of annotation actions needed, as well as time needed, decreased in later rounds as model performance improved. Accuracy on history and physical notes exceeded that of social work notes, suggesting that the wider variety and contexts for protected health information (PHI) in social work notes is more difficult to model.

\textbf{Conclusions:} It is possible, with modest effort, to build a functioning de-identification system \textit{de novo} using the MIST framework. The resulting system achieved performance comparable to other high-performing de-identification systems.

\textcopyright{} 2013 Elsevier Ireland Ltd. All rights reserved.

\textbf{1. Introduction}

The passage of the Health Information Technology for Economic and Clinical Health (HITECH) Act and the recent introduction of federal incentive programs and meaningful use criteria have significantly accelerated the widespread adoption of electronic health records (EHRs) across the U.S. [1,2] It is projected that by 2015, nearly all U.S. primary care practices and hospitals will be equipped with certain levels of electronic documentation capabilities [1]. This transition creates an unprecedented opportunity to capture and use patient care data more effectively to achieve broad quality improvement and cost containment goals. It also has the potential to...
transform the U.S. healthcare system into a self-learning vehicle by supporting secondary use applications such as disease surveillance and clinical, translational, and health services research [1,3,4]. This situation is not unique to the U.S. Indeed, some nations are well ahead of the U.S. in EHR adoption [5,6].

While computable data recorded in discrete, structured fields are highly desirable, a considerable proportion of clinical data will likely continue to exist in a free-text narrative format [7,8]. Maximizing the secondary use of free-text narratives has proven to be extremely challenging. One prominent reason is that narrative documents contain a large quantity of protected health information (PHI), including names, dates, phone numbers, and other identifiers as defined by the Health Insurance Portability and Accountability Act (HIPAA) [9]. The removal of such information from narrative documents often requires costly processes and highly specialized technical expertise.

There are various computational approaches for automatically scrubbing narrative data by identifying and erasing patient identifiers or substituting them with pseudo-identifiers. Commonly used methods range from simple string-matching algorithms based on regular expressions (predictable text patterns), [10–12] to more intelligent machine learning (ML) approaches that use adaptive statistical models learned from training data [13–15]. Such statistical models are generally more flexible and more versatile than rule-based or heuristic systems, thus reducing the need for ongoing human-supervised maintenance and tuning. In addition, this approach puts the ability to build these models directly in the hands of the subject matter experts, bypassing the need for linguistic or programming expertise. However, such statistical models intrinsically contain PHI elements originating in training data and thus cannot be readily shared outside of a HIPAA covered entity. Therefore, such systems must be set up locally at each individual adopting institution, which could represent a significant barrier for their widespread adoption.

In light of such constraints, we conducted an empirical experiment with an ML-based de-identification system. The primary objective of this study was to determine the feasibility, in terms of human effort required, of implementing the system de novo at an institution where there was no prior experience in building or using ML-based de-identification methods. The results, obtained by measuring the actual time burden necessary to train the system and the incremental gains in system accuracy while its model was being trained, may provide valuable insights into the practicality of implementing such systems in resource-limited settings. The other objective of the study was to characterize the distribution of PHI among various types of clinical documents. The findings, a delineation of varied frequencies and densities of PHI by document type, may provide a rational basis for more strategic selection of documents to train ML models more efficiently and comprehensively.

2. Methods

2.1. De-identification software

We used the MITRE Identification Scrubber Toolkit (MIST) [15], an open source de-identification tool freely available at SourceForge (http://mist-deid.sourceforge.net/). MIST uses conditional random fields to learn patterns in documents in order to identify candidate PHI strings for potential removal or substitution [15]. An advantage of this approach is that once the system is prepared (trained) using adequate training examples, it should work well on any comparable type of clinical document without further re-tuning [16].

MIST provides an intuitive graphical user interface (GUI) that shields end users from the complexity of the underlying ML algorithms (Fig. 1). Through the GUI, a user can annotate PHI elements appearing in training data to help the system refine its de-identification model for better performance. MIST also provides the capability of logging user interactions with the GUI. These log files contain two major types of events: (1) add annotation, the user action to add a PHI element that MIST may have failed to identify; and (2) remove annotation, the user action to remove a false-positive PHI element that MIST may have mislabeled. Much of the analysis reported in this paper is based on data drawn from these computer-recorded logs.

MIST is designed to handle an arbitrary number of PHI elements. In this study, we tested the system using 12 key PHI elements developed from standard HIPAA identifiers including NAME, AGE, ADDRESS, and PHONE (a full list is provided in Table 2). Note that for simplicity, certain HIPAA identifiers such as voice phone and fax were merged as a single PHI entity in this study.

2.2. Clinical setting

The empirical study was conducted at the University of Michigan Health System (UMHS), a large, tertiary care academic medical center that heavily utilizes patient care data for secondary use purposes. UMHS has had a homegrown web-based EHR system, CareWeb, since 1998, that provides a comprehensive repository of clinical data including medications, problem lists, and clinician notes [17]. The clinical documents stored in CareWeb exist in a free-text format, although some of them have been populated via structured or semi-structured templates. At UMHS, over 3 million new documents comprised of over 125 million lines of text are added to the repository each year. About 40% of all documents stored in CareWeb were created via dictation and transcription, with the rest entered via typing through computer keyboard [18].

2.3. Document types

More than 120 different document types might be created during patient care, including emergency department notes, admission notes, inpatient progress notes, discharge notes, and outpatient clinic notes. Additionally, healthcare professionals with a variety of roles, such as physicians, respiratory therapists, nurses, and social workers, collectively contribute to notes composition. Because the purpose of this study was to investigate the performance of ML-based de-identification software, we selected two types of narrative documents that often contain a large quantity and variety of PHI elements: admission history and physical (H&P) and social work (SW) notes. H&P notes generally contain significant PHI since they are the initial “intake” documents created when a patient is
admitted to the hospital, so they will usually provide very detailed information about the patient’s social history, family history, and past medical history. SW notes also generally have a large quantity of PHI because they contain detailed descriptions about the patient’s social contexts, including names of friends and family involved in the patient’s life.

We retrieved H&P and SW notes from our clinical data repository belonging to decedents who had a history of cancer. We double-confirmed the vital status of the patients from data contained in CareWeb and in our local Tumor Registry, a separate database maintained by our tumor registrars. Because this study only involved decedents, it was not subject to the institutional review board review. Nonetheless, the research protocol was reviewed and approved by the UMHS Privacy and Compliance Offices, and all data were maintained in a secure and encrypted manner in accordance with HIPAA and other privacy regulations. The final corpus contained 360 documents, of which 130 were H&P notes and 230 were SW notes. The H&P notes collectively had 147,685 words whereas the SW notes had a total of 97,126 words, for a total word count of 244,811.

2.4. Development of statistical models

We developed our local de-identification model using the tag-a-little, learn-a-little (TALLAL) approach (Fig. 2). This method involves an initial naïve state in which the system possesses no a priori knowledge about the nature of PHI elements that need to be handled in a given empirical environment. Nevertheless, the system, through its learning mechanisms, can quickly improve its performance by developing and evolving its statistical models with training examples hand-annotated by human experts. We report on our experiments to measure how many cycles of TALLAL are needed for the system to reach satisfactory performance.

Fig. 1 – MIST web-Based graphical user interface showing a social work note that was tagged by the system using an intermediate model. One of the names was not properly tagged so is being hand-corrected in this screen shot.

Fig. 2 – Tag-a-little, learn-a-little (TALLAL) training loop.
A typical TALLAL cycle performed in this study proceeds as follows. First, using the MIST interface, an annotator processes a set of documents to highlight the location of every PHI element appearing (tag-a-little), and assigns the appropriate label to each PHI element (e.g., name, phone number, date). The results are then used by MIST to develop an initial de-identification model (learn-a-little). Next, the provisional model developed in the previous step is applied to a new set of training documents to automatically annotate the documents. The human reviews the annotations made by the system, and manually corrects any errors, using the MIST interface. This approach bootstraps the process of hand-annotating the documents and relegates human annotators to a primarily reviewing role for making corrections only when the system errs. This TALLAL process is performed iteratively until sufficient accuracy is achieved wherein human corrections are no longer, or rarely, needed.

All annotations were performed by a single experienced clinician who was familiar with the content and structure of the medical documents at UMHS. This individual had over 10 years of clinical experience, as well as experience with annotating documents. At the end of each TALLAL iteration, three measures were computed to assess the accuracy of the intermediate model, namely precision, recall, and F-score (precision is the fraction of annotated instances that are correctly annotated; recall is the fraction of relevant instances in the document that are annotated, and F-measure is the harmonic mean of precision and recall). The annotator also tracked clock time taken to annotate documents or correct MIST suggestions as an estimate of human effort needed to achieve high de-identification accuracy levels. The computational time to build the models based on each successive round of annotations was not recorded, as this did not require human effort.

Once all of the documents had been hand annotated, we conducted a series of experiments in which we varied the composition of the document types in both the training and test sets, using the manually added annotations to build the model for the training data and to measure performance in the test data. This was done to understand how the performance of MIST reflects variation in size and composition of the training data. These variations included training and testing on only one document type, changing the number of documents in the training set, as well as using different ratios of note types for model building.

### 2.5. Characterization of PHI distribution

In our experiments we used only H&P and SW notes, but many others note types are available, and there is currently no consensus as to the most valuable notes, in terms of PHI content, from which a de-identification model could be developed. We therefore sought to characterize the PHI content across a variety of note types used in our health system. We extended our final model used in the prior experiments by including an additional 240 documents selected at random from a large pool of decedent patients and constructed a larger model built from a total of 600 trained documents. We did not record the time/effort for this additional tagging. These additional documents included 25 out of a possible 122 distinct document types. The 3 most common ones were (1) Letter/Note-Revisit, (2) Phone Note, and (3) Discharge Summary. Using this larger, more representative model we processed 123,747 documents and characterized the distribution of the tagged PHI elements across all document types. In this paper, we report on the 30 most frequently occurring note types that covered 115,782 documents (93.6% of all documents) – see Fig. 4.

#### 3. Results

##### 3.1. Performance gains contrasting human effort required

The initial tag-a-little, learn-a-little results are shown in Table 1. With just a single 10-note round of annotation the trained model achieved an F-score of 0.89. Precision, recall, and F-scores varied in the early rounds of annotation and training, as novel constructions had great influence over the resulting models. As training rounds progressed, the effect of novel constructions lessened and, by the later rounds, the precision, recall, and F-scores stabilized in the 0.95–0.96 range. The final model developed using 80% of the data for training (288 documents) and the remaining 20% for testing (72 documents) achieved an F-score of 0.96. The distribution of PHI elements in this model is shown in Table 2.

Table 1 also shows the annotation time for each round of tagging. After just over 8 h of total annotation (round 21) an F-score above 0.95 was reached. Annotation time for the entire experiment was just under 12 h. While there was much variability in time required from round to round, the general trend was that the average amount of time required to correctly label the PHI in each document decreased as the rounds progressed, as fewer corrections had to be made as the accuracy of the model improved. The average time required per document for the first five rounds was 143.2 s whereas the average time required per document for the last five rounds was 96.4 s, an approximate 33% decrease in time.

The user interaction logs of this experiment reveal clear patterns in the use of add_annotation and remove_annotation, as shown in Fig. 3. For the first round, no model has been built, and all annotations present in the notes were supplied by the human annotator, hence the large number of add_annotation actions. For Round 2 an initial model has been applied to the data before the human annotator begins, and there are far fewer instances of add_annotation, as the model has borne some of the workload. There is variability in the use of add_annotation in subsequent rounds (just as there is variability in the instances of PHI in different notes), but the overall trend is downward, as the trained models become more accurate.

In the first round remove_annotation is used a small number of times, as the annotator corrected himself in applying PHI tags. Use of remove_annotation increases in subsequent rounds, and the early models create some incorrect instances of PHI markup that the human annotator must remove. After round 18 the use of remove_annotation lessens as the models improve. In the final rounds the annotator is back to using remove_annotation largely to correct himself rather than the model in applying PHI tags.
3.2. Experiments with a mix of note types

The results of the six experiments (denoted A-F) with the mix of note types are presented in Table 3. The first experiments (A and B) compared 100 History and Physical (H&P) and Social Work (SW) notes trained and tested using equal numbers of documents. The overall model accuracy was higher for 100 H&P documents (F-score: 0.957) than it was for 100 SW documents (F-score: 0.915), although accuracy of AGE, NAME, and PHONE was higher for 100 SW than for 100 H&P. Adding 100 additional SW documents (C) improved F-scores slightly overall and for most PHI types, although the scores for DATE and HEALTH PLAN NUM remained unchanged. Overall F-score for 200 SW (C) was still lower than the overall F-score for 100 H&P (A). We next attempted to boost the accuracy of de-identification of SW notes by adding the 100 H&P notes to the training set (D), creating a corpus of 300 documents. This further raised the overall F-score to 0.922, with small boosts to
the F-scores of most of the PHI types. Still, F-scores for the SW test corpus never reached the level of F-scores for the H&P corpus alone. Finally, we evaluated balanced (E) and unbalanced (F) models against the H&P test corpus, with slight increases in scores with each increment in number of training notes, regardless of note type.

Some of the variability of the F-score for each PHI element across experiments can likely be explained by the variability of PHI in the test and training corpora, as shown in Table 4. For example, there are no instances of EMAIL or URL in any of the training corpora, and thus no hope of training a model to find such PHI. Similarly, there are very few instances of ADDRESS, Health Plan Number, and Medical Record Number in the training corpora. The H&P test corpus contains no instances of ADDRESS, EMAIL, Health Plan Number, Medical Record Number, or URL.

### 3.3 PHI distribution in different types of clinical documents

Fig. 4 exhibits a heat map delineating a summary of the distribution of 12 types of PHI across the 30 most frequently occurring document types, drawn from a pool of about 116,000 documents. Document types (rows) are sorted according to overall density of PHI, from top to bottom; those at the top would likely be the best choices for training a de-identification model. Based on this heat map, the top three document types for model training would be "Discharge Summary," "Outpatient Consult," and "Admission History & Physical." "Social Work Notes," which we had selected for our initial experiments, ranked tenth on the list. URL was located primarily in "Physical Therapy and Occupational Therapy" notes, which was a result of common templates used that included URLs of reference materials. The rarity of EMAIL was noted across nearly all document types except for one called an "Email note". However, this note type was used infrequently and is therefore not displayed in the heat map.

### 4. Discussion

The results of our initial tag-a-little, learn-a-little (TALLAL) bootstrapping experiment show that it is feasible from a human labor perspective to generate de novo a de-identification system with reasonable performance. Bootstrapping has been used in similar tasks involving named entity tagging [19] but to our knowledge the technique has not previously been applied to a de-identification system. In slightly under 3 h of annotation, and using only 80 documents, we achieved an overall F-score above 0.90 with the system beginning to plateau around 0.96 after 12 h of annotation and 360
documents. This level of performance is comparable to the systems included in the 2006 i2b2 De-identification Challenge [20].

While more training data generally continued to improve performance, the incremental gains diminished as the process progressed. Through the TALLAL approach, it is possible to develop labor vs. performance metrics that could be useful when allocating resources for such endeavors. Additionally, it may be possible to quantify ideal stopping points for the training process once a certain threshold of performance has been reached or when it can be shown that the system is near the maximum performance achievable [21].

As is evident in the experiments with different combinations of History and Physical (H&P) and Social Work (SW) notes, the performance of the system was highly dependent on the richness of document types selected for training data, and the match between the training data and test data [15,16]. When building a model it is ideal to select documents with a high density and distribution of PHI, as this will likely lead to a more robust model. In selecting the note types for our experiment, we did choose documents with a reasonable PHI content, although other document types may have been comparable if not better. In considering the selection of document types, it may also be worthwhile to include those that are significantly syntactically and semantically different from one another to ensure a broad range of training examples for the system. Recent work on clustering document types based on such measures demonstrated that “Admission History/Physical” notes were quite distinct from “Social Services Note [Inpatient]” and therefore our choice of H&P and SW notes may have been reasonable based on this measure [22].

Rare PHI types such as EMAIL and URL are potentially the most stable in terms of intrinsic structure. Therefore, adding a small number of regular expressions to detect these elements could increase system performance despite the lack of adequate training examples. By contrast, some PHI elements such as NAME and PHONE were comparatively abundant but the models failed to reach high levels of performance for these. This is likely due to the greater variation of the internal structure of these elements, and the external context where these PHI elements appear. Performance could potentially be boosted by use of a dictionary containing census data or the names of health care institutions including hospitals, clinics, and nursing homes. Use of dictionaries is common in de-identification systems, although a hybrid approach using dictionaries and machine learning is not [23,24]. One might even consider including a local dictionary of names continually updated from the electronic health record as an additional data resource. MIST does provide facilities for including external lists (e.g., clinician names and patient names), but we did not include it in our experiments.

The distribution of PHI types in our documents differed from those reported in other studies. For example, the top five most frequent types in our corpus included DATE (43%), NAME (patient or family name, 17%), CLINICIAN (14%), PHONE (including FAX, 10%), and AGE (7%). This compares to a study by Dalianis and Velupillai [25] in which the top five PHI types were HEALTH CARE UNIT (28%), CLINICIAN (27%), DATE (23%), NAME (4%), and LOCATION (3%), and a study by Neamatullah et al. [11] reported the most frequent PHI types to be DATE (33%), CLINICIAN (33%), LOCATION (21%), NAME (10%), and PHONE (2%). In all cases TYPES, NAMES, and CLINICIANs were among the 5 most frequent types. The remaining differences may simply be a reflection of the document types selected for inclusion. Our study oversampled social work notes for the perceived benefits of the PHI content which likely explains, for example, why PHONE was much more common – social workers tended to leave in the notes phone numbers at which they could be reached. Additionally, comparisons are not perfect due to a lack of consensus between studies of what should be annotated and how elements should be categorized [25].

In our experiment we were able to annotate 360 documents in just under 12 h, a rate of about 30 documents, or 20,500 words per hour. Additionally, our documents contained a relatively high number of PHI elements, and the rate of annotation was calculated at 752 PHI elements per hour. By contrast, a study in which house officers manually labeled PHI in nursing notes reported that the annotators were able to process about 18,000 words, and 90 PHI elements, per hour [11,26]. The vastly different rate of PHI per hour may simply be a reflection of the density of PHI in the documents, since our documents had

Table 4 – Average number of PHI elements per record contained in training and test corpora for the experiments reports in Table 3.

<table>
<thead>
<tr>
<th>PHI type</th>
<th>Training corpora</th>
<th>Test corpora</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 H&amp;P</td>
<td>100 SW</td>
</tr>
<tr>
<td>Address</td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td>Age</td>
<td>2.47</td>
<td>1.17</td>
</tr>
<tr>
<td>Clinician</td>
<td>3.88</td>
<td>3.26</td>
</tr>
<tr>
<td>Date</td>
<td>15.96</td>
<td>7.47</td>
</tr>
<tr>
<td>Email</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Health Plan Number</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Hospital</td>
<td>1.43</td>
<td>0.81</td>
</tr>
<tr>
<td>Medical Record Number</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Name</td>
<td>2.57</td>
<td>5.35</td>
</tr>
<tr>
<td>Phone</td>
<td>0.37</td>
<td>3.50</td>
</tr>
<tr>
<td>Place</td>
<td>0.75</td>
<td>1.17</td>
</tr>
<tr>
<td>URL</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

H&P = History & physical note; SW = Social work note; Health Plan Number = Health plan number (i.e., health insurance plan number).

Note
seven times the density of PHI. Another study that assessed the time costs for manual de-identification reported an average rate of 41 documents, 13,100 words and 326 PHI elements per hour [27]. In this case the density of PHI was closer to our corpus, for which we had only 1.5 times the density of PHI. In comparing various studies it is difficult to draw conclusions about efficiencies, but the results do suggest that the bootstrapping method, and/or the intuitive user interface of MIST, may have provided time efficiency benefits. Even with the benefits of the MIST system providing most of the annotations automatically, time was still required to carefully read each note to look for mistakes (which as the experiment progressed became increasingly rare). As such, a minimum floor for time required likely exists for each annotator based on their speed of reading through clinical documents and the care taken to ensure that errors are avoided.

![Table of PHI element occurrence densities](image)

**Fig. 4 – Heat map visualization of density of occurrence across 12 PHI elements and the 30 most frequently occurring document types.** Darker colors represent higher densities. Color density was calculated uniquely for each PHI element (columns) to highlight which document types (rows) have the highest concentrations of each PHI element. Precision, recall and F-measure are not reported as we have no gold standard for this larger data set.
Our study does have several limitations. The models we developed and tested were built with documents from a single institution, from decedents with cancer, and from just two document types. The results of the PHI heat map we generated depend on the applicability of our model to other document types that were not included in the training set and it is possible that certain PHI elements may have been mislabeled as a result. We know from previous work that models trained on documents with high PHI density are more portable to other document types than models trained on documents with low PHI density [15]. For example, applying a model trained on discharge summaries (high PHI density) to order summaries (low PHI density) yields higher accuracy than the reverse (0.924F vs. 0.662F) [15]. We also know that hybrid models trained from several document types perform well on a variety of test document types [15].

An additional limitation is that the document types used in this study were locally developed at UMHS and may not directly overlap with those from other institutions, although many would likely be similar even if the precise names are different from what has been reported elsewhere [22,28]. Adoption of standardized document types could aid in addressing this issue [29]. Furthermore, in this experiment we did not compare the TALLAL approach directly to pure manual annotation in terms of the final accuracy of the model or the time required for annotation. Future work should involve such a comparison.

The tagging in this study was performed by a single annotator, albeit one with significant clinical experience. Adding additional annotators can lead to greater accuracy in identifying and redacting PHI, but at significant cost, and with potential trade-offs [30]. Additional verification of annotations at the end of each round could improve the accuracy of the de-identification model, as could checking for inter-annotator-agreement (also known as inter-rater agreement) if more than one annotator was involved. Another study involving the manual review of clinical documents reported an intraclass-correlation coefficient of 0.99 when including all words in the corpus, suggesting that most of the time the annotations were correct [27]. Other studies, however, have reported lower levels of agreement [31]. Future work should study the cost/accuracy trade-offs required for practical applications. For example, de-identification of documents for use within an institution may be performed at lower cost than de-identification of documents to be released externally, where ensuring completeness of PHI removal is paramount.

The logging mechanism of MIST does not fully capture the context in which actions occurred. For example, the remove_annotation actions recorded during each round could have been due to the need to remove items incorrectly tagged by the system or to remove items incorrectly tagged by the annotator during that round. Thus, it is possible that our measure of remove_annotation over-estimated the number of times the system incorrectly labeled text. However, our experience in using the system was that the vast majority of the times remove annotation was used, it was to remove annotations incorrectly made by the system.

Finally, all de-identification processes, whether automated or manual, leave behind a certain number of residual identifiers [11,27,32]. Replacing PHI elements with synthetic surrogates can mitigate the effect of residual identifiers [33]. Manual review for residual identifiers might also be warranted in some cases, especially when the risks are high and the total number of documents is reasonable for a human to review. In practice, a successful de-identification strategy for secondary use should include both technology (e.g., an automated de-identification system) and policy (e.g., a data use agreement governing usage of the data and prohibiting attempts to re-identify the data).

### 5. Conclusion

We have shown that it is possible, with about 8 h of annotation time, to build a functioning de-identification system de novo using the MIST framework that achieves an F-score of 0.95. The performance achieved was comparable to other systems and could likely be further improved with additional approaches and efforts, such as the use of dictionaries. Nevertheless, a system that produces a set of documents with the vast majority of identifiers removed could be highly useful and beneficial to patient privacy for internal research and quality improvement initiatives.
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